An electrophysiological investigation of semantic and phonological processing in skilled and less-skilled comprehenders
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Abstract

The most prominent theories of reading consider reading comprehension ability to be a direct consequence of lower-level reading skills. Recently however, research has shown that some children with poor comprehension ability perform normally on tests of lower-level skills (e.g., decoding). One promising line of behavioral research has found semantic processing differences between good and poor comprehenders and suggests that impoverished semantic ability may be linked to poor comprehenders’ difficulties. In the current study, we used event related potentials (ERP) to compare adult skilled and less-skilled comprehenders on a set of semantic and phonological processing tasks. The results revealed that the N400 component of the ERP and the P200 component were sensitive to differences between skilled and less-skilled comprehenders during a semantic processing task. Importantly, skilled and less-skilled comprehenders showed no differences in their ERP response during a phonological processing task. These findings provide neurophysiological support for the hypothesis that less-skilled comprehenders have a weakness in semantic processing that may contribute to their comprehension difficulties.
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1. Introduction

1.1. Semantic processing in poor comprehenders

It is now well established that less-skilled comprehenders are more likely than their peers to have difficulty with conversion of graphemic information into phonemic information (Beck & Juel, 1992; Vellutino & Scanlon, 1987). This finding has led to causal hypotheses that link low level lexical processing skills (particularly decoding) to comprehension skill (e.g. verbal efficiency theory, Perfetti, 1985). One question left open by these early hypotheses was the nature of the lexical processing difficulties that limit comprehension, especially whether meaning-level lexical processes limit comprehension beyond decoding and word identification. For example Perfetti (1985) found that children with poor comprehension skill showed slow meaning retrieval in a semantic search task, suggesting difficulty beyond slow word decoding. Furthermore, Perfetti, Hougham, and Bell, cited in Perfetti and Lesgold (1979) found that children who were poor comprehenders were slower in a semantic categorization task but not in a simple word matching task. These studies suggested semantic processing difficulties beyond word reading. However, in these studies, children with comprehension difficulties also had decoding difficulties, making conclusions about the relationship between semantic processing, decoding and comprehension difficult.

Recent studies have identified populations of readers with comprehension difficulty in the absence of decoding problems (Cain, Oakhill, & Bryant, 2000; Oakhill & Cain, 2000; Oakhill, Cain, & Bryant, 2003). On some estimates, 10% of children in the 7–10 year old age range have this specific problem, which has been termed “specific comprehension impairment” (Nation, 2005; Stothard & Hulme, 1995). Such children have been reported to have trouble
generating text-appropriate inferences (Oakhill & Cain, 2000), monitoring their comprehension progress (Oakhill et al., 2003), using relevant semantic comprehension (Nation & Snowling, 1998), processing syntactically complex sentences (Hagtvet, 2003), and holding information online in working memory (Oakhill et al., 2003); all despite seemingly normal decoding ability.

One hypothesis about the nature of this impairment is that these poor comprehenders may have general semantic processing difficulties (Nation & Snowling, 1998, 1999). Support for this hypothesis comes from evidence that poor comprehenders perform more poorly than controls on a variety of semantic tasks. For example, Nation and Snowling (1998) found that readers with comprehension impairments were significantly slower than controls at reading exception and low frequency words—words that are thought to require greater input from semantics, but not at reading regular high frequency words, suggesting normal decoding skills. Poor comprehenders also generated fewer semantic category members in a verbal fluency task relative to age match controls (Nation & Snowling, 1998) and had trouble judging synonyms relative to controls, demonstrating difficulty with receptive as well as productive semantics (Nation & Snowling, 1998, 1999). Furthermore, poor comprehenders showed selective difficulty for low imageability or abstract words relative to concrete words in semantic judgment and recall tasks (Nation & Snowling, 1999) and they had poorer-than-normal performance naming low-frequency pictures (Nation, Marshall, & Snowling, 2001). These findings mirror some of the difficulties found in individuals with semantic impairments 1 (Barr & Brandt, 1996; Bird, Lambon Ralph, Patterson, & Hodges, 2000; Patterson & Behrmann, 1997; Patterson & Hodges, 1992; Ward, Stott, & Parkin, 2000).

Research has also suggested that this semantic processing difficulty in poor comprehenders may be specific to certain types of semantic relationships. For example, Nation and Snowling (1999) found that poor comprehenders showed semantic priming for categorically related items that are highly associated (e.g., cat–dog) and/or have functional relationships (e.g., hammer–nail) but no priming for categorically related items that are not commonly associated or functionally related (e.g., nose–head). Control adults and children showed priming for all pair types, suggesting that the connections between categorically related items may be weaker for less-skilled comprehenders. Nation and Snowling suggested that associative relationships may be bolstered by lexical and real world co-occurrence and are thus more robust whereas categorical relationships emerge out of increasingly refined experiences and are therefore relatively late developing (but see Cree & McRae, 2003, for a different account of the basis of these relationships).

One additional question is whether these semantic difficulties may represent a developmental delay or lag that would disappear with age or a more basic deficit that would resist a developmental catch up. The developmental delay view is consistent with the observation that abstract semantic relationships tend to develop late (Nation & Snowling, 1999). The delay account is also consistent with the finding that surface dyslexic children’s “semantic” word reading errors (poor exception word reading) are minimized when compared to reading age controls rather than chronological age controls, but phonological dyslexic children’s phonological errors (poor non-word reading) are found in both comparisons (Manis, Seidenberg, Doi, McBride-Chang, & Peterson, 1996; Stanovich, Siegel, & Gottardo, 1997). On the other hand, Nation (2005) reported that 78% of poor comprehenders tested at age 8 and 9 still had comprehension impairments when tested at age 13 and 14, suggesting that the impairment is persistent.

The persistence of comprehension-specific problems into adulthood is supported by a study by Landi (2006), who found dissociations between comprehension skill and low-level reading skills also exist in adult readers. Using principle components analysis (PCA), Landi demonstrated that low-level reading (decoding) was dissociable from comprehension and other higher-level reading skills such as vocabulary knowledge in adults. That is, the two sets of skills clustered into two non-overlapping components. Furthermore, by comparing the number of individuals who scored high on the high-level reading skill component vs. the low-level reading skill component, she found that although the majority of the participants scored well on both or on neither of the components, a number of participants had a discrepancy between their two scores. In particular, 187 out of 799 people (23%) scored above average on the low-level component and below average for the high-level component; only 68 (9%) of the participants had the reverse discrepancy. These findings suggest that the general dissociation between high-level and low-level reading abilities occurs in adults, perhaps even in larger numbers than in children. This increase in specific high-level impairment follows naturally from the greater difficulty of comprehension relative to decoding. Decoding is governed by a finite set of phoneme-grapheme regularities, but semantics is an unlimited and largely arbitrary domain.

Further testing of semantic performance with adults would help clarify whether the comprehension problems of adults may also be caused by a semantic processing difficulty, suggesting a general link between comprehension skill and semantic skill.

1.2. Electrophysiological markers of semantic and phonological processing

One way we can help elucidate potential underlying processing differences between groups is to use a direct

---

1 It should be noted that unlike poor comprehenders, individuals with semantic impairments have known cortical damage, thus any parallels in behavioral performance must be interpreted with some caution (also see Thomas & Karmaloff-Smith, 2002, for a cautionary take on comparing developmental differences to brain damage).
measure of neural processing such as ERP. ERP’s are useful for revealing underlying processing differences in a variety of tasks because they provide a continuous record of brain activity from the beginning of stimulus onset that is temporally accurate to the millisecond and thus not confounded with post processing differences (e.g. decision-making). For example, researchers have found early components (100-200 ms) that correspond to processing of early orthographic components of words, somewhat later components (200–500 ms) that correspond to phonological and semantic processing of words and late (600 ms) components that correspond to sentence or syntactic level processing (Bentin, Mouchetant-Rostaing, Giard, Echallier, & Perrier, 1999; Kramer & Donchin, 1987; Kutas & Van Petten, 1994; Rugg, 1984; Perez-Abalo, Rodriguez, Bobes, Gutierrez, & Valdes-Sosa, 1994). Thus, comparing skilled and less-skilled comprehenders ERP’s in phonological and semantic tasks may help inform our understanding of specific comprehension impairments by providing estimates of processing abilities in the two groups that are temporally and neurophysiologically precise.

The N400 component is of particular relevance for the current study because it is a component that is sensitive to both semantic and phonological processing differences. The N400 is a scalp negative waveform (or relative negativity) that is typically largest in central and parietal regions and is associated with relatedness. For example, in categorization tasks or semantic priming tasks, the N400 is larger (more negative) to a target stimulus that is unrelated or less-related to a probe stimulus compared with trials where the target word and probe word are related. This effect is also observed for semantically inconsistent words that appear in sentences (e.g., “The food was too hot to eat/swim”); in this case the N400 would be larger when the participant read the sentence with the word “swim” than when they read the sentence with the word “eat”; see Hillyard & Kutas, 2002, for a review.

Although the N400 response to semantic relatedness is extremely robust, this component is sensitive to phonological relations as well. Several studies have shown that the N400 is larger for phonologically distinct relative to phonologically similar stimulus pairs a rhyme task (larger N400 for non-rhyming stimuli) and in a phonological oddball detection task (Kramer & Donchin, 1987; Radeau, Besson, Fonteneau, & Castro, 1998). These findings suggest that the N400 discriminates between words in a pair that are similar along some dimension compared to those that are dissimilar.

Although the N400 is the most consistently identified component in phonological tasks, several studies have identified earlier components that are also sensitive to phonological processing. Although less robust than the N400, the P200 has also been associated with general “mismatch”. For example, in Hebrew, Barnea and Breznitz (1998) found reduced P200 amplitude for phonologically dissimilar relative to similar pairs in a target detection task and Hart, Perfetti, and Liu (reported in Liu, Perfetti, & Hart, 2003) found a similar result in English. Interestingly, Niznikiewicz and Squires (1996), found the opposite effect: greater negativity for homophones relative to orthographic controls at 200 ms. Regardless of direction of polarity these studies indicate that components that are sensitive to phonological processing may be early, thus comparison of both earlier and later components is necessary to examine potential differences in phonological processing.

1.3. Current study

The goal of the current investigation was to test the hypothesis that the comprehension difficulties of less-skilled comprehenders may stem from a semantic processing difficulty (Nation & Snowling, 1998, 1999). To this end, we compared the ERP’s of adult skilled and less-skilled comprehenders (matched on behavioral measures of decoding) during a semantic task (judging whether two words or pictures were related in meaning) and during a phonological task (judging whether two words had the same pronunciation).

To examine semantic processing further, we also tested processing of two types of semantic relationships: categorical (e.g., cat–horse) and categorical with association (e.g., cat–dog). Nation and Snowling (1999) found that poor comprehenders showed associative categorical priming but not pure categorical priming, suggesting that for poor comprehenders semantic priming may be driven by lexical co-occurrence and not by semantic activation per se. If this semantic vs. lexical co-occurrence difference is valid, we expected that less-skilled comprehenders’ semantic ERP markers (e.g., N400) would differ primarily for categorical semantic processing. Furthermore, in order to determine if the semantic difficulty is limited to the access of semantic information from verbal labels, we examined ERP’s in a picture comparison task. Although a few studies have looked at picture processing in poor comprehenders these studies involved matching pictures to words (Perfetti & Lesgold, 1979) or naming pictures (Nation et al., 2001), thus requiring explicit knowledge of verbal labels. To avoid overt verbal-semantic processing we chose to use a picture–picture task that required participants to judge the relationship between two pictures. Smaller N400’s for semantically primed pictures relative to unprimed pictures have also been found in normal readers during picture processing (Hamm, Johnson, & Kirk, 2002). Thus, deviant N400 waveforms for less-skilled comprehenders (smaller reductions for related trials) during picture relatedness comparisons would suggest a semantic processing difficulty that extends beyond verbal semantic processing.

If our poor comprehenders’ phonological processing/decoding skills are intact we predict that their ERP’s during phonological comparisons should not differ from skilled comprehenders’. However, if poor comprehenders are also deficient in obtaining phonological codes from print, then their waveforms during our phonological task should differ from the waveforms of normal comprehenders’. In particu-
lar, if our less-skilled comprehenders have a phonological processing difficulty, we would not expect their N400 or P200 waveforms to differentiate between homophone and non-homophonic stimuli or we would expect them to differentiate less than the skilled-comprehenders.

In addition to providing direct assessments and comparisons of semantic and phonological processing by using ERP, testing adults in the current study will help to rule out a developmental lag or delay (assuming that basic development of the neural systems required for reading are fully developed by college in the normal population).

2. Methods

2.1. Participants

The original sample consisted of 39 adults who were all native English-speaking members of the University of Pittsburgh community. All participants were right handed and all participants reported normal or corrected to normal vision. Participants were compensated monetarily for their participation. Data from nine participants were excluded because these participants did not fit our criteria or because of EEG artifact in their recordings. Data from 30 participants (from 21 females and 9 males) was included in our analyses.

2.2. Skill assessments

The Nelson-Denny (ND) comprehension test was used to assess comprehension skill. To ensure that we were comparing readers who differed only on comprehension ability, participants were also given a timed test of non-word decoding ability, the Test of Word Reading Efficiency (TOWRE). Additionally, participants were given a non-verbal IQ test (Raven’s Matrices) to ensure that there were no differences in general intelligence.

2.3. Materials

The experiment was divided into three blocks: the semantic-word task block, the semantic-picture task block, and the phonological task block. Each block used different stimuli. For the semantic word block, the stimuli were probe–target pairs that were either categorically related (lemon–pear), associatively and categorically related (cat–dog), or unrelated (bear–truck). Thirty-four pairs were categorically related, 34 pairs were associatively related, and 100 pairs were unrelated. Phrasal associates were avoided when possible (e.g., spider–web). Probes and targets were matched for frequency (Kucera & Francis, 1967 norms) across conditions and were normed for associative strength using the Edinburgh Associative Thesaurus (EAT) (Kiss, Armstrong, Milroy, & Piper, 1973) and Latent Semantic Analysis (LSA) (Landauer & Dumais, 1997) to ensure that categorically and associatively related pairs were in fact more highly associated than the categorically related pairs. (See Appendices A and C for stimuli and stimulus characteristics). All stimuli were shown only once and pairs were presented in random order.

For the semantic-picture task block, the picture stimuli consisted of pairs of related and unrelated picture pairs that were taken from the Snodgrass and Vanderwart (1980) normed line drawings. Related pictures shared category membership in one of the following categories: items of clothing, methods of transportation, animals, insects, body parts, furniture, vegetables or fruit. Unrelated pairs consisted of one member from one category and one member from a different category (no two items from overlapping categories such as vegetables and fruits or animals and insects were used to make an unrelated pair). One half of the picture pairs were semantically related (e.g., bear–tiger) and one half of the stimuli were unrelated (e.g., sheep–desk). Participants were not given any information about the types of categories before the experiment began. All stimuli were shown only once and pairs were presented in random order.

For the phonological task block, 54 homophone pairs and 54 orthographically similar non-homophone pairs were used. Words that made up homophone pairs and those that made up non-homophone pairs were not significantly different in length, frequency or letter overlap. All stimuli were shown only once and pairs were presented in random order. (See Appendices A and C for stimuli and characteristics)

2.4. Procedure

After ERP net application (see data acquisition and pre-processing), participants were seated in front of a Dell computer in a sound-attenuated room. For each trial in each block, participants saw a series of two pictures or words, presented one at a time and separated by a blank screen and were asked to decide if the two words or pictures they just saw were semantically related (in the first and second blocks) or if they had the same pronunciation (in the third block). Participants pressed the “1” key on the number key pad for a “yes” response and the “2” key on the number key pad for a “no” response. The display of the stimuli was controlled by E-Prime™ (Psychological Software Tools (PST), Pittsburgh, Pennsylvania). In all blocks during a given trial participants first saw a fixation cross (for 1000 ms), followed by the first stimulus (for 200 ms) then by a blank screen (for 200 ms), and finally by the second stimulus (which remained on screen until the participant responded). All word stimuli were displayed in black ink on a white background in 18 point Courier New font. For the word pairs, the first word appeared in all lower case letters and the second word (the target) appeared in all uppercase letters. Pictures were also presented in black on a white background and were all the same size (Fig. 1).

2.5. ERP data acquisition and pre-processing

All participants were fitted with Electro Geodesic Inc.’s (EGI’s) Geodesic Sensor Net with a 128 Ag/AgCl electrode array. The potentials were sampled at a rate of 1000 Hz and
were amplified 1000 times. Potentials were filtered with a
0.01-Hz high-pass hardware filter. Impedances were gen-
erally kept below a threshold of 40 kΩ with a max of 60 kΩ. A
digital elliptical low pass filter of 30-Hz was applied and
data were segmented into 1100 ms epochs starting 100 ms
before the onset of the target word or picture. Bad channels
were removed from the recordings and replaced with sphé-
rical spline interpolation from the remaining channels.2 Seg-
mented data were averaged across trials and edited for eye
blinks and movement. Trials containing eye blink, eye
movement or channel artifact were not included in the
analysis.3 As mentioned above, data from nine subjects in
all were excluded; 30 remained in the final sample. After
channel and subject exclusion, the data were re-referenced
to the average of the 128 recording sites and were baseline
corrected to the average activity during 100 ms before stim-
ulus onset. Data were then combined for statistical extrac-
tion and analysis or grand averaged for examination of
topographic maps and topographic plots. Only ERP’s for
correct responses were entered into the final analyses.

3. Results

Using a median split, the participants were divided into
two skill groups of 15 skilled-comprehenders, 6 males and 9
females (ND Comprehension = 24.50 of 36 possible points;
SD = 4.60) and 15 less-skilled comprehenders, 3 males and
12 females (ND Comprehension = 12.24; SD = 4.18),
matched for decoding ability on the TOWRE (skilled
comprehenders = 52.90 of 63 possible points; SD = 6.10;
less-skilled comprehenders = 55.10; SD = 5.80), and for gen-
eral intelligence on the Ravens Matrices (skilled
comprehenders = 8.00 of 18 possible points; SD = 3.10; less-
skilled comprehenders = 7.40; SD = 3.40).

3.1. Behavioral findings

Accuracy and reaction time (RT) results were analyzed
by separate, mixed, repeated measures analyses of variance
(ANOVAs) with relatedness as a within subjects variable
and skill as a between subjects variable.

3.1.1. Accuracy

Overall accuracy was high: all participants were better
than 80% correct in all conditions. In the semantic word
task, the effect of pair type was significant by subjects
F(2, 56) = 33, p < .001 and by items F(2, 161) = 6.28, p < .01.
Pair-wise comparisons revealed that both related condi-
tions differed significantly from each other (p < .01) and
from the unrelated condition (p < .01). Participants were
most accurate for associatively related pairs (96.6%), less
accurate for unrelated pairs (96.3%), and least accurate for
categorically related pairs (89.0%).4 There were no other
main effects or interactions by subjects or by items.

In the semantic picture task, there were no main effects
or interactions when analyzed by subjects. By items, there
was a main effect of relatedness F(1, 64) = 5.06, p < .01 par-
ticipants were more accurate for related pairs (97%) than
for unrelated pairs (94%). There were no other main effects
or interactions by subjects or by items.

In the phonological task, the effect of relatedness was
significant by subjects F(1, 28) = 8.8, p < .01, but not by
items p > .1. Participants showed higher accuracy for
related (97%) compared with unrelated pairs (95.6%). There

----

2 Overall very few bad channels were identified. Most were on the face or
periphery and thus were not part of the head electrodes used in our analy-
ses. For those channels used in our primary analysis, one participant in the
low skill group had a spherical spline interpolation for channel F3 (25).
Additionally the P4 (87) channel was replaced by spherical spline for a few
trials <5% in the semantic and <2% in the phonological condition for one
low-skill participant. Finally three participants (two less skilled and one
skilled) had spherical spline interpolations for <2% of their trials total for
channel 4 (124).

3 Average number of good trials in the final analysis: phonological task
(averaged across related and unrelated trials: M = 45.4, SD = 7.1); semantic
word task related trials (averaged across associatively related and cate-
gorically related: M = 27.0, SD = 4.1); semantic-word unrelated trials
(M = 82.6, SD = 15.9); semantic-picture trials (averaged across related and
unrelated: M = 28.4, SD = 4.3).

4 This trend for poorer performance in the categorically related condi-
tion reflects some ambiguity in this decision, relative to the associatively
related condition given that speed was stressed (in particular, three pairs
had especially low accuracy and thus were presumably less transparent to
students: dolphin-human, drought-blizzard and almond-peanut). Only ac-
curate trials were used for the RT and ERP analysis.
were no other main effects or interactions by subjects or by items.

3.1.2. Reaction time

Only correct trials were considered in the reaction time analysis.

In the semantic-word task, the effect of relatedness was significant by subjects $F(2, 56) = 40.0$, $p < .001$ and by items $F(2, 156) = 20.86$, $p < .001$. Pair-wise comparisons revealed that participants responded faster to associatively related pairs than categorically related pairs $p < .05$ or unrelated pairs $p < .021$. Categorically related and unrelated pairs did not differ ($p > .1$). The effect of skill was significant by subjects $F(1, 28) = 432$, $p < .001$ and by items $F(1, 156) = 132.8$, $p < .001$. Skilled-comprehenders were faster overall at making the semantic judgments than less-skilled comprehenders. There was also a significant interaction between skill and relatedness by items $F(2, 156) = 9.4$, $p < .001$, but this effect was not significant by subjects. There were no other main effects or interactions by subjects or by items.

In the semantic-picture task, the effect of skill was significant by subjects $F(1, 28) = 392.0$, $p < .001$ and by items $F(1, 64) = 40.7$, $p < .001$. Skilled comprehenders were faster overall than less-skilled comprehenders. There were no other main effects or interactions by subjects or by items.

In the phonological task, the effect of relatedness was significant by subjects $F(1, 28) = 5.29$, $p < .05$ and by items $F(1, 104) = 6.04$, $p < .05$. Participants made faster responses to related pairs than to unrelated pairs. The effect of comprehension skill was significant by subjects $F(1, 28) = 4.36$, $p < .05$ and by items $F(1, 104) = 142.0$, $p < .001$. Less-skilled comprehenders were slower overall to judge homophony than skilled comprehenders. The interaction between relatedness and skill was also significant by items $F(1, 104) = 4.425$, $p < .05$, but not by subjects. There were no other main effects or interactions by subjects or by items.

Table 1 contains the full set of means, standard deviations, and ranges of reaction times for all tasks.

### 3.2. Electrophysiological findings

For initial inspection, we viewed 128-channel waveform plots of the grand-averaged files for skilled comprehenders and for the less-skilled comprehenders. We compared ERP response to associatively related, categorically related, and unrelated targets; we then compared related and unrelated picture targets; and finally we compared waveform plots for homophonic vs. non-homophonic targets. We also viewed “Student’s t-test” topographic maps ($\alpha = .05$) for each condition within each task compared to each other condition in that particular task. Time points and electrodes were selected for statistical testing based on previous research on N400 and P200, and confirmed with visual inspection of waveform plots and on the results from the Student’s $t$-test topographic maps (see Frishkoff et al., 2004 for additional reports using EGI’s $t$-test maps). Two time windows were sensitive to group and/or condition differences and were thus subjected to further analysis: 150–250 ms (P200) time window for the two word tasks and a 300–600 ms (N400) time window for all tasks. One other very early window (N100) showed relatedness effects in the picture task, most likely a visual processing difference due to the fact that the related and unrelated pictures were not controlled for visual similarity. Because of this visual similarity difference this effect is not discussed further here (see Landi, 2006, for a complete discussion).

### 10–20 Analysis

For statistical testing of the P200 effect, average activations between 150 and 250 ms for the nine electrodes of the international 10–20 system (F3, Fz, F4, C3, CZ, C4, P3, PZ, P4) were analyzed using a repeated-measures, mixed ANOVA with relatedness (related [two levels for the semantic word task], unrelated), lobe (frontal, central, parietal), and hemisphere (right, left, midline) as within-subjects variables and skill (less-skilled comprehenders, skilled comprehenders) as a between-subjects variable. Based on previous research localizing the N400 component to the central-posterior parietal region we selected the posterior six electrodes of the international 10–20 system (C3, CZ, C4, P3, PZ, P4) for statistical testing of the N400. Average amplitudes between 300 and 600 ms were analyzed using an ANOVA of the form described above. Interactions were further subjected to pair-wise $t$-tests. Latency analyses were also conducted where appropriate to determine if

<table>
<thead>
<tr>
<th>Condition</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>Std. Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Skilled comprehenders</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(N = 15)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Associatively related</td>
<td>453.71</td>
<td>835.00</td>
<td>581.89</td>
<td>132.65</td>
</tr>
<tr>
<td>Categorically related</td>
<td>526.33</td>
<td>1025.50</td>
<td>680.37</td>
<td>165.43</td>
</tr>
<tr>
<td>Unrelated</td>
<td>473.31</td>
<td>974.34</td>
<td>660.23</td>
<td>171.92</td>
</tr>
<tr>
<td>Homophone</td>
<td>397.17</td>
<td>867.30</td>
<td>560.99</td>
<td>132.97</td>
</tr>
<tr>
<td>Non-homophone</td>
<td>438.13</td>
<td>935.12</td>
<td>581.93</td>
<td>138.00</td>
</tr>
<tr>
<td>Related picture</td>
<td>376.91</td>
<td>946.61</td>
<td>566.19</td>
<td>149.77</td>
</tr>
<tr>
<td>Unrelated picture</td>
<td>421.27</td>
<td>1138.77</td>
<td>594.26</td>
<td>185.09</td>
</tr>
</tbody>
</table>

| **Less-skilled comprehenders** (N = 15) |       |       |        |          |
| Associatesively related    | 453.52| 1011.64| 648.43| 171.62   |
| Categorically related      | 592.71| 1322.39| 763.69| 203.01   |
| Unrelated                  | 544.61| 1404.95| 787.16| 250.06   |
| Homophone                  | 390.71| 926.73| 654.51| 135.86   |
| Non-homophone              | 473.75| 1124.13| 696.28| 157.41   |
| Related picture            | 460.25| 1179.66| 648.71| 180.05   |
| Unrelated picture          | 467.47| 1188.74| 706.15| 213.27   |

---

5 The Student’s $t$-test tool is available in the newest beta version of Net-Station. Student’s $t$-test topographic maps have appeared in published work by Frishkoff, Tucker, Davey, and Scherg (2004).

6 These electrodes were selected because they encompass the strongest site of the N400 effect and because the N400 is typically observed in these sites. Furthermore, exclusion of the frontal three electrodes ensured that we were analyzing the N400 and not the MFN, a more anterior component, which although similar in shape in time course to the N400 is thought to have a different neural generator and is linked to attentional processes (see Frishkoff et al., 2004; Landi, 2006).
component peaks differed in time across condition or between groups.

Cluster analysis. In order to take advantage of the high density recording, and to provide a confirmation of the stability of our initial electrode selection, additional comparisons were run on 9 electrode clusters for the P200 analyses (right-frontal: electrodes #25, 21, 13, 30, and 29; medial-frontal: electrodes #11, 4, 20, 12, 6, and 5; left-frontal: electrodes #124, 119, 118, 113, and 112; left-central: electrodes #42, 36, 37, 43, 41, 47, and 48; medial-central: electrodes #129, 81, 55, 32, 7, and 107; right-central: electrodes #104, 105, 11, 110, 94, 99, and 103; left-parietal: electrodes #53, 52, 60, 66, 59, and 51; medial-parietal: electrodes #62, 68, 61, 79, 67, 73, and 78; left-parietal: electrodes #87, 93, 98, 86, 92, and 85) and six central/posterior electrode clusters for the N400 (left-central, medial-central, right-central, left-parietal, medial-parietal, left-parietal). Clusters were selected to provide full head coverage in a manner consistent with the 10–20 system; thus, each cluster represents an electrode of the 10–20 system and 4–6 adjacent electrodes. This method for electrode cluster selection is similar to that of Perfetti, Wlotko, and Hart (2005).7 Average amplitudes across all electrodes in a cluster for the relevant time period (P200 or N400) were entered in as separate factors in a mixed, repeated measures ANOVA. Main effects and interactions are reported in the main text, pair-wise comparisons for effects involving skill are reported in Appendix B.

3.2.1. Semantic-word task

P200. The initial detection of semantic incongruity was a positive going waveform that began around 150 ms and continued through 250 ms, just before the beginning of the N400 separation (Fig. 2). This early sensitivity to semantic incongruity was somewhat unexpected given the concentration in the literature on N400 effects for semantic tasks. However, studies investigating the recognition potential (RP) component which peaks at 200 ms, have detected such early sensitivity to semantic manipulations (Martin-Loeches, Hinojosa, Gomez-Jarabo, & Rubia, 2001) and other studies have found modulation of the P200 for semantic associates (Coulson, Federmeier, Van Petten, Kutas, & Memory & Cognition, 2005), thus suggesting that semantic processing differences may be detectable by 200 ms in some paradigms. In our study, this early difference was larger for skilled comprehenders (see below). If only skilled comprehenders are sensitive to semantic relationships this early in processing, previous studies may have failed to detect this P200 difference because they used average readers (a mix of skilled and less-skilled comprehenders not separated by skill).

The ANOVA revealed a main effect of relatedness $F(2,56) = 10.0, \ p < .001$. Pair-wise comparisons revealed that the associatively related condition response was significantly different from the categorically related condition response $p < .01$, and that the associatively related response
was significantly different from the unrelated response, $p < .01$; however, the difference between the unrelated response and the categorically related response was only marginal $p = .08$. Furthermore, there was a significant relatedness by lobe interaction $F(4,112) = 4.0$, $p < .01$, and a significant relatedness by lobe by hemisphere interaction $F(8,224) = 3.4$, $p < .01$, suggesting that there was greater P200 sensitivity to semantic relationship in the frontal lobe and over the medial and right hemispheres. Pair-wise comparisons for associative–unrelated conditions were significant in left, medial and right frontal regions, all $p < .01$ and medial and right central regions, all $p < .01$. Comparisons for central left and all parietal regions were non significant, all $p > .1$. For associative–categorical, significant differences were found in all frontal electrodes, all $p < .05$, and the right central electrode, $p < .05$. For categorical–unrelated the medial-frontal comparison was significant $p < .05$ and there were two marginal differences, one in right frontal $p = .054$ and one in right parietal, $p = .059$, the other comparisons were all non significant, all $p > .1$. Importantly, there was also a significant comprehension skill by hemisphere by relatedness interaction $F(4,112) = 5.0$, $p < .01$. Although both groups showed reductions for related pairs, less-skilled comprehenders showed smaller P200 reductions for related pairs (particularly in the medial and right hemispheres) than skilled comprehenders. Furthermore, less-skilled readers showed only one significant difference between any of the relatedness conditions (between associatively and categorically related conditions) whereas skilled readers showed significant differences in four of the nine pair-wise comparisons (see Table 2 for mean differences and $p$ values). There were no other main effects or interactions for the skill or relatedness variables.$^8$

Peak latency analyses for the P200 effect in this task revealed no differences in latency between the two skill groups (Fig. 3).

---

8 Main effects or interactions not associated with skill or relatedness (e.g., main effect of hemisphere) are not reported here.

---

Table 2
Average amplitude differences during the 150–250 ms time window (P200) for left, medial, and right hemispheres, for skilled and less-skilled comprehenders for the semantic-word task

<table>
<thead>
<tr>
<th>Hemisphere</th>
<th>Associative–categorical</th>
<th>Associative–unrelated</th>
<th>Categorical–unrelated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left</td>
<td>.03</td>
<td>.42</td>
<td>.38</td>
</tr>
<tr>
<td>Right</td>
<td>.49</td>
<td>.96**</td>
<td>.47*</td>
</tr>
<tr>
<td></td>
<td>.68*</td>
<td>.97***</td>
<td>.28</td>
</tr>
</tbody>
</table>

Less-skilled comprehenders (N = 15)

<table>
<thead>
<tr>
<th>Hemisphere</th>
<th>Associative–categorical</th>
<th>Associative–unrelated</th>
<th>Categorical–unrelated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left</td>
<td>.62**</td>
<td>.27</td>
<td>.34</td>
</tr>
<tr>
<td>Medial</td>
<td>.35</td>
<td>.42</td>
<td>.06</td>
</tr>
<tr>
<td>Right</td>
<td>.04</td>
<td>.33</td>
<td>.28</td>
</tr>
</tbody>
</table>

* $p < .05$.
** $p < .01$.
*** $p < .001$.

Cluster analyses confirmed the general pattern of results from the original ANOVA: there was a main effect of relatedness $F(2,56) = 5.29$, $p < .01$, with most negative trajectories for unrelated words, intermediate trajectories for categorically related words, and most positive trajectories for associatively related words. There was also a relatedness by cluster region interaction $F(16,448) = 9.67$, $p < .001$, with larger P200 effects in right-frontal regions. Critically, there was also a relatedness by skill by cluster interaction $F(16,442) = 1.86$, $p < .05$, with generally larger differences between relatedness conditions for the skilled readers in the frontal and central clusters. Mean differences and $p$ values from pair-wise comparisons are shown in Table A2.

N400. There was a large negative-going waveform that began anteriorly around 250 ms and continued to grow and move posteriorly, until around 600 ms (Figs. 2 and 4). This N400 component was larger (more negative) for unrelated compared to related targets. Furthermore, the N400 was larger for categorically related targets than for associatively related targets. As Figs. 2 and 4 show, these effects were observable for less-skilled comprehenders but were smaller than the effects for skilled-comprehenders.

The ANOVA revealed a main effect of relatedness $F(2,56) = 46.0$, $p < .001$. Pair-wise comparisons confirmed
that each relatedness condition was different from each other relatedness condition (unrelated–associatively related, $p < .01$; unrelated–categorically related $p < .01$; categorically related–associatively related $p < .01$). Furthermore, there was a significant relatedness by lobe by hemisphere interaction $F(4,112) = 15.26$, $p < .01$, indicating a larger N400 effect in the central lobe and middle hemisphere. Pair-wise comparisons of associated - unrelated conditions were significant in all lobes and hemispheres, all $p < .01$. For associative–categorical, left central, medial central, right central and left parietal regions were significant at $p < .01$, medial parietal and right parietal were not significant $p > .05$, although right parietal was marginal $p = .07$. For categorically related–unrelated all pair-wise comparisons were significant, all $p < .01$. Importantly, there was also a relatedness by comprehension skill by hemisphere interaction $F(4,112) = 2.7$, $p < .05$. Less-skilled comprehenders showed smaller N400 reductions than skilled comprehenders for categorically related targets and for associatively related targets, particularly in the right and medial hemispheres. Unlike skilled comprehenders, less-skilled comprehenders did not show any additional N400 reduction for associatively related pairs relative to categorically related pairs. (Table 3 shows pair-wise mean differences and $p$ values). Differences between the skill groups in the size of the N400 can also be clearly seen by in the topographic maps (Fig. 4). These findings suggest that although both groups are sensitive to semantic relationship difference, skilled comprehenders are more sensitive to both types of semantic relationships (categorial and associative) compared to less-skilled comprehenders when sufficiently sensitive measures are used Fig. 5

Peak latency analyses for the N400 effect in this task revealed no differences in latency between the two skill groups.

Cluster analyses confirmed the general pattern of results from the original ANOVA: Main effect of relatedness $F(2,56) = 31.95$, $p < .001$, with the largest reductions for the associated pairs, followed by the categorically related pairs.
There was also a relatedness by cluster region interaction \( F(10,280) = 7.39, \ p < .01 \), with the largest N400 reductions in central regions. And, importantly, relatedness by skill by cluster \( F(10,280) = 1.98, \ p < .05 \), with generally larger differences between skill groups in right parietal regions. Mean differences and \( p \) values from pair-wise comparisons are shown in Table A3.

### 3.2.2. Semantic picture task

**N400.** Fig. 6 shows a large N400 response beginning at 300 ms and continuing until 600 ms with more negative-going waveforms to unrelated pictures than to related pictures. The N400 for picture mismatches was similar in shape to previous reports (Federmeier & Kutas, 2001; Hamm et al., 2002). This N400 effect was largest in centro-parietal regions (although this difference is less clear for pictures than for words). The ANOVA revealed a main effect of relatedness \( F(1,28) = 7.4, \ p < .05 \), with more positive ERP responses to related picture targets than to unrelated picture targets. There was also a relatedness by lobe interaction \( F(1,28) = 11.4, \ p < .01 \), and a relatedness by lobe by hemisphere interaction \( F(1,56) = 6.95, \ p < .01 \). The N400 effect was larger in central than in parietal regions and over the medial rather than the left or right hemispheres. Pair-wise comparisons revealed that related amplitudes were more positive than unrelated amplitudes in the central lobe, left hemisphere \( p < .01 \), the central lobe, medial hemisphere \( p < .01 \), the central lobe, right hemisphere \( p > .01 \) and the left hemisphere of the parietal lobe \( p < .05 \). Amplitudes between the two conditions did not differ in the other two hemispheres of the parietal lobe, all \( p > .05 \). There were no interactions with comprehension skill and there were no differences in peak latency between the groups.

![Fig. 6. ERP response to unrelated (solid black) and related (dashed) targets for skilled and less-skilled comprehenders, for the semantic-picture task.](image-url)
Cluster analyses confirmed the general pattern of results from the original ANOVA: There was no main effect of relatedness $F(2,26) = 2.2$, $p = .13$, but there was a relatedness by cluster region interaction $F(10,130) = 3.86$, $p < .001$, confirming that the picture N400 was larger in the medial-central region. There were no main effects or interactions with relatedness and comprehension skill.

### 3.2.3. Phonological task

**P200.** As in the semantic word task, the phonological task produced a waveform beginning around 150 ms and continuing until 250 ms that was more pronounced in anterior regions (Fig. 7).

The ANOVA revealed a main effect of relatedness type $F(1,28) = 8.1$, $p < .01$, with non-homophonic targets generally more negative than homophonic targets. There was also a relatedness by lobe by hemisphere interaction $F(4,112) = 5.8$, $p < .01$, with the largest reduction for homophone targets occurring in the frontal and central regions and in the left hemisphere. Pair-wise comparisons revealed significant differences between homophone and non-homophone conditions in left frontal $p < .01$, medial frontal $p < .01$, left central $p < .05$, medial central $p < .05$ and right central $p < .05$. Differences in right frontal, left parietal, central parietal and right parietal were not significant, all $p > .05$. There were no interactions with relatedness or comprehension skill.

Due to a lack of true peak (see Fig. 7) latency analyses could not conducted for this component in this task.

Cluster analyses confirmed the general pattern of results from the original ANOVA: There was a main effect of relatedness $F(1,28) = 6.7$, $p < .05$ and a relatedness by cluster region interaction $F(8,224) = 5.39$, $p < .001$. The larger reductions were seen in the frontal and central regions and in the left and medial hemispheres. There were no main effects of or interactions with comprehension skill.

**N400.** As with the two semantic tasks, the phonological task produced a N400 waveform that began anteriorly around 250 ms and moved posteriorly until 600 ms (Fig. 7). The ANOVA examining the N400 effect revealed a main effect of relatedness $F(1,28) = 69.0$, $p < .001$, with non-homophonic targets more negative than homophonic targets. There was also a relatedness by hemisphere interaction $F(2,56) = 28.3$, $p < .001$, and a relatedness by lobe by hemisphere interaction $F(2,56) = 17.4$, $p < .001$. Pair-wise comparisons revealed significant differences between homophone and non-homophone conditions in all lobes and hemispheres: left central $p < .001$, medial central $p < .001$, right central, $p < .001$, left parietal, $p < .001$, medial parietal, $p < .001$ and right parietal $p < .001$ but the mean differences were largest in parietal lobe and medial hemisphere. There were no significant interactions with comprehension skill for the phonological task and there were no effects of peak latency between the skill groups.

Cluster analyses confirmed the general pattern of results from the original ANOVA: there was a main effect of relatedness $F(1,28) = 54.7$, $p < .001$ and a relatedness by cluster region interaction $F(5,140) = 10.69$, $p < .001$. Larger reductions were seen in the parietal lobe and medial hemisphere. There were no main effects of or interactions with comprehension skill.

---

![Fig. 7. ERP response to unrelated (solid black) and related (dashed) targets for skilled and less-skilled comprehenders, for the phonological task.](image-url)
3.2.4. Post hoc RT covariate analysis

Participants’ responses sometimes occurred within the N400 window and this was more common for the skilled comprehenders than the less-skilled comprehenders because skilled comprehenders were faster than less-skilled comprehenders in all tasks. If ERP’s reflect response-related components (e.g., an off-potential associated with the stimulus disappearing from the screen after the response), then our skill-related ERP effects could be due to RT differences, not underlying processing differences. To test this possibility, we conducted mixed, repeated measures ANOVA’s with RT added as a covariate for each task for both the N400 and N200 effects. To examine the effects of RT on skill, we entered average subject RT (averaged across condition) separately for each task. These analyses used the same electrodes and time windows described for the 10–20 analyses. These additional analyses examined whether our skill difference findings were driven by differences in RT. As in the analyses reported above, in the semantic word task, there was a significant relatedness by hemisphere by skill interaction for the P200 $F(4,108) = 4.52, p < .001$ and for the N400 $F(4,108) = 2.85, p < .05$, but there were no significant main effects of skill or interactions with skill and relatedness in either the semantic picture task or the phonological task (all $p > 0.05$). That is, even when individual differences in RT were covared out, there were still comprehension skill differences in the semantic word task N400 and P200, but not in the semantic picture task N400 or phonological task P200 or N400.

4. Summary and discussion

The largest differences between skill groups in our experiment were seen in the semantic-word task, which elicited a P200 and an N400 that were sensitive to semantic incongruity. Furthermore, these differences remained significant after the RT covariate was added and when the data were subjected to the larger scale cluster analysis, suggesting that these effects are stable and not driven by differences in RT.

The P200 component was larger (more positive) for semantically related pairs relative to semantically unrelated pairs and was larger for associatively related pairs than for categorically related pairs. Skilled comprehenders showed larger P200 differences between related and unrelated pairs than less-skilled comprehenders. Some researchers have suggested that such early semantic effects at the P200 may be due to the onset of an N400 (Coulson et al., 2005). Although this hypothesis is consistent with the fact that both components are sensitive to skill differences in semantic but not phonological processing, the locus of the effects was somewhat different (the P200 was significantly more frontal than the N400), suggesting a different source. As this study was not designed to assess this relationship, further experimentation is required to determine the precise relationship between these two components.

The N400 was also larger (more negative) for semantically unrelated relative to semantically related pairs and it was more negative for categorical than for associative pairs. Less-skilled comprehenders showed smaller categorical N400 and associative N400 reductions relative to unrelated pairs, compared with skilled comprehenders, suggesting differences in semantic processing between the skill groups for both types of semantic relationships. Less-skilled comprehenders also differed from skilled comprehenders in that they failed to show any additional N400 reductions for associatively related pairs beyond their reductions for categorical pairs. Our finding of differences in both categorical and associative processing in an ERP task suggests that less-skilled readers differ from skilled readers in processing of both associative and categorical relationships. We emphasize, however, that both groups showed sensitivity to semantic relationships, so the differences between skill groups in the ERP were a matter of degree. By using a measure sufficiently sensitive to detect both categorical and associative relationships, our finding extends previous behavioral studies with children that found differences only for categorical relationships (Nation & Snowling, 1999). ERP waveforms picked up differences between skill groups in the semantic word task that were not observable in the RT data: Skilled and less skilled readers showed similar patterns of facilitation in RT (both showed associative but not categorical facilitation) but significant differences between their N400 response (greater N400 reductions for skilled readers). This pattern is consistent with other studies that have found differences in ERP when behavioral measures failed to show differences (e.g., Kiefer & Brendel, 2006). These differences are often attributed to the fact that ERP and RT might measure somewhat different aspects of processing. For example, RT measures processes that are related to a response (e.g., decision processes) and those that vary as a function of cognition whereas the N400 may reflect only those that vary as a function of cognition (e.g., automatic spreading activation). For the purpose of the current study, we can conclude that our differences in N400 during semantic word processing for categorical and associative relationships were caused by a cognitive process that is not always detected in RT.

Although we found N400 and P200 skill differences in the semantic-word task, we found no skill differences in the semantic-picture task, suggesting that word-semantic processes rather than general semantic processes were the source of the skill differences. However, the picture task was somewhat easier for participants than the semantic-word task (they were faster and more accurate in the semantic-picture task), possibly due to the fact that participants may have been able to use visual similarity cues (as these were not matched across related and unrelated trials). Further examination utilizing a more difficult visual-semantic processing task would provide a more definitive test of this verbal/visual-semantic distinction.

Consistent with the assumption that we identified subjects who had only a semantic level and not a decoding level problem, there were no differences between skill groups in the P200 component or N400 components.
during the phonological task. Less-skilled comprehenders did differ from skilled comprehenders in their overall processing time in the phonological task (as they did in the semantic task). Specifically, less-skilled comprehenders were slower to make the sound-alike judgments than skilled comprehenders (they were also slower to make the semantic relatedness judgment), which suggested some type of processing difference between the two groups in the phonological task that did not show up in the ERP record. This difference between the ERP and behavioral data, as we noted above, may suggest that the two groups differ at a later decision-making stage or in a more general processing capacity that is not reflected in ERP’s. We cannot rule out the possibility that slower decisions reflect less certainty about phonological properties of words, which could be reflected in a decision checking process.

Although no specific late component differences were identified in the initial analysis that might reflect such a decision checking process, the overall shape of the waveform differed between skill groups in all tasks. The skilled-comprehenders tended to have greater positive deflection overall, regardless of manipulation, and the less-skilled comprehenders tended have more negative deflection (see Figs. 2, 6 and 7). There are relatively few ERP studies comparing skilled and less skilled readers, making this pattern difficult to interpret; however, it is possible that this general difference in amplitude could reflect an underlying processing difference. One study (Meyler & Breznitz, 2005) using a mastoid reference reported a related difference: dyslexic readers showed more negative amplitudes than controls. Furthermore, close examination of figures from other ERP studies that examined reading skill differences (although not limited to comprehension differences per se), revealed that less-skilled readers had generally more negative waveform (Perfetti et al., 2005; Yang, Perfetti, & Schmalhofer, 2005 (both using averaged referenced ERP’s); Segalowitz, Wagner, & Menna, 1992 (linked ear referenced ERP’s)). This examination suggests that this polarity difference may be real, and that it deserves further investigation.

Our findings are generally consistent with the hypothesis that some adult less skilled readers differ from skilled readers in semantic processing without corresponding differences in phonological processing. The question becomes how do less skilled comprehenders come to have a semantic processing weakness? The possibilities include some type of congenital deficit in an individual’s ability to acquire or access semantic knowledge and, alternatively, a lack of relevant experience required to develop necessary lexical-semantic skills. Although there are likely to be some innate differences between individuals in both the ability to acquire and the ability to access word meanings, the primary way in which semantic representations are built is through co-occurrence of information, suggesting the most likely cause of semantic difficulty in this population is a failure to build appropriate representations. MacDonald and Christiansen (2002) demonstrated how lack of experience might affect comprehension in sentence processing and Sandak et al. (2004) demonstrated that training on semantic features improves word learning. Hart (2005) showed individual differences in the rate of learning “meanings” in a novel artificial language that were then manifest in comprehension performance using the novel language. Furthermore, existence proofs provided by connectionist models demonstrate that robust representations can be built up through multiple encounters with both a word’s phonological and semantic characteristics (Harm & Seidenberg, 2004; Plaut, McClelland, Seidenberg, & Patterson, 1996). Of course, the relationships among experience, semantic knowledge and comprehension skill are likely to be reciprocal. Fewer high quality experiences lead to impoverished semantic representations which lead to poor comprehension ability, which discourages reading, which furthers the trend for inadequate experiences. Further research involving longitudinal examinations and training paradigms will be important for elucidating the exact nature of these differences in individuals with comprehension difficulty.

5. Conclusion

The present study demonstrated differences between skilled and less-skilled comprehenders in a semantic processing task that are not likely to be caused by differences in decoding skill or by a developmental lag. Our findings suggest that semantic processing ability may be an important underlying factor in reading comprehension skill regardless of age or developmental status. These findings are consistent with behavioral studies of children with specific comprehension impairment that have found differences in semantic processing ability in a variety of behavioral tasks (Nation & Snowling, 1998, 1999; Nation, Snowling, & Clarke, 2005) and with ERP studies of adult less-skilled comprehenders that have found these readers to be slow to access and integrate meaning when an inference was required for text comprehension (Yang et al., 2005).

We did not find differences in ERP waveforms between the two groups in a phonological task, confirming that our skill groups did not differ in phonological processing ability. The groups did differ in RT for both the semantic and phonological task, which implies an additional processing difference, possibly in decision making. The lack of skill differences in the semantic-picture task indicates that differences in semantic processing between skilled and less-skilled comprehenders were primarily limited to the verbal-semantic domain (with the caveat that our picture task may have been easier than our semantic word task, which could mask possible underlying differences). Our finding of greater differences in semantic processing than in phonological processing in poor comprehenders is generally consistent with the semantic deficit hypothesis (Nation & Snowling, 1998). These findings are consistent also with the lexical quality hypothesis (Perfetti & Hart, 2001), which
posits the importance of adequate processing of all lexical-level components (semantics, phonology and orthography) for successful reading comprehension. We speculate that differences in relevant reading experience between the two groups are a likely cause of the observed differences in semantic processing.
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Appendix A

The following table provides additional information relevant to reproduction of the findings reported in this paper Table A1.

Appendix B. Supplemental analysis

See Tables A2 and A3.

Appendix C

Word pairs used in the semantic-word and phonological tasks:


Table A1
Mean frequencies, number of shared letters and second word lengths for the phonological task and mean frequencies and associative strengths of words in the semantic-word task

<table>
<thead>
<tr>
<th>Condition</th>
<th>Word 1 freq.</th>
<th>Word 2 freq.</th>
<th>Shared letters</th>
<th>Word 2 length</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Phonological task</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Homophone</td>
<td>58 (92)</td>
<td>63 (119)</td>
<td>3.0 (0.7)</td>
<td>4.4 (0.7)</td>
</tr>
<tr>
<td>Non-homophone</td>
<td>92 (192)</td>
<td>104 (237)</td>
<td>2.5 (0.9)</td>
<td>4.4 (0.7)</td>
</tr>
<tr>
<td><strong>Semantic-word task</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Associatively related</td>
<td>52 (92)</td>
<td>60 (119)</td>
<td>0.46</td>
<td>0.23 (0.2)</td>
</tr>
<tr>
<td>Categorically related</td>
<td>52 (192)</td>
<td>54 (237)</td>
<td>0.33</td>
<td>0.008 (0.003)</td>
</tr>
<tr>
<td>Unrelated</td>
<td>50 (87)</td>
<td>69 (67)</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Note: Standard deviations are shown in parentheses.
Table A3
Average amplitude differences during the 300–600 ms time window (N=400) between relatedness conditions for six electrode clusters for skilled and less skilled comprehenders for the semantic-word task

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Skilled comprehenders</th>
<th>Less-skilled comprehenders</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central</td>
<td>0.37</td>
<td>1.31**</td>
</tr>
<tr>
<td></td>
<td>1.35**</td>
<td>3.45****</td>
</tr>
<tr>
<td></td>
<td>0.56*</td>
<td>2.02****</td>
</tr>
<tr>
<td>Parietal</td>
<td>0.38</td>
<td>1.54*</td>
</tr>
<tr>
<td></td>
<td>0.39</td>
<td>2.48**</td>
</tr>
<tr>
<td></td>
<td>0.14</td>
<td>1.90</td>
</tr>
<tr>
<td></td>
<td>0.36</td>
<td>1.24*</td>
</tr>
</tbody>
</table>

*p = .06.
**p < .05.
***p < .01.
****p < .0001.


Phonological task
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